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D5.1 Title, Keywords and Abstract

e Title: Identification techniques of operational vibration modes with MotionScope assisted
by stereoscopy

e Keywords: "3D Reconstruction", "(3D) Phase-based Motion Magnification", "Camera
Calibration", "Feature-matching", "Dense Pixel Matching", "Uncalibrated Stereo"

e Abstract:

When analyzing vibrations using cameras with motion magnification, valuable information
is lost due to the projection of the 3D scene onto a 2D image. This loss can easily result
in misinterpreted data and incorrect conclusions. The proposed research aims to address
challenges in analyzing vibrations using cameras by exploring innovative methodologies for
3D motion magnification and reconstruction. Current techniques often require extensive
calibration, multiple camera setups, and are limited in their ability to present results ef-
fectively. This study aims to overcome these limitations by developing more accessible,
efficient, and user-friendly approaches.

The key research objectives include investigating whether combining 2D motion magnifi-
cation from multiple viewpoints or directly computing 3D motion magnification is more
effective, exploring alternatives to multi-camera setups using a single moving camera, and
developing methods for accurate 3D reconstruction without pre-calibration. The study also
aims to propose novel visualization techniques for presenting 3D motion data.

By advancing computer vision solutions and using machine learning, this research seeks to
simplify experimental setups, reduce hardware demands, and improve data interpretation,
enabling broader accessibility and applicability in vibration analysis and related fields.

D5.2 Draft of a graphical abstract

Motion magnification
helpsus to see the
imperceptible motions
of the world

It would be interesting to
seamlessly create a 3D
representation of the
vibrating object by simply
However, oD motion moving the camera to

maghnification can lead to different viewpoints
misinterpretation of the

results due to a loss of

information in projecting a

3D scene.

Current 3D solutions require
a special environment with
pre-calibrated cameras

Gongalo Ribeiro Identification techniques of operational vibration modes with MotionScope assisted by stereoscopy

Figure 1: Graphical abstract (The full-page version is available in Appendix A)



D5.3 Research design canvas

WOD"H}|00}-01WAPEIL MMM M

w

*35UDIIT [EUONRUISIU] 0" 931|Y94BYS-[BDI3WIWOIUON-UONNGLINY SUOWIWIOD SANE3I) J9PUN PASUD| SI YIOM SIYL
IPI2YIS UNIB AQ UBWLISD 03 Pale|sUBLL "YS-IN-Ag-DD IN00L-d1Wwapedy @ Aemi|3 uag Aq paubisaq

‘uonduwmnsse [earydosoqiyd oyads Aue ur papunoid 10U st Y21e3sAI SIY) 9ASI[A] |

wbipelied yarieasay / suondwnssy |ediydosoliyd

*SUOTSN[IU0D I91100UT PUE BIep PajaIdIaIursiur ur Jnsal ATIsea ued ssof STy, *a8ewr (g B 0Iuo auads (€ A
Jo uondafoxd aiy 01 ANP 1SO[ ST UOHRULIOJUT A[EN[RA ‘UONEIIUFRU UONOW )M SeIdwed Fursn suoneiqia SurzA[eue uaym

uouawouayd / Wa|qoid

*Kouaniye reuonendwod

1918913 01 Pea[ P[NOd SpoyaW 1o Suruiquiod pue ‘uorsia sndwod ur sdas 9o 01 sqqedtidde aq osre Aeur ssed01d Sty Ul pasn sporaw AY T,

*synsal Sunadvur A[[eonid 10§ [eoNId st judwade[dsip [ax1d Jo uonesyudew [emoe ayy FulpurISIAPUN - UONEDT

15w uonow paseq-aseyd «

saImpayIe Suruies] surydewr dofaaap 1o idepe 0y pue Surpuelsiapun 10, - SUIUIEA] JUTYIRIA] «
SUOTIN|OS DNSIUIULIANAP pue uone[ndiuew eep 104 - UOISIA 12)NdWoy) «

sidasuo) g Aloayy

-a8e1s snoraaxd atp ur padofaasp unpiioSe

SurpIew-a1n1La) AU JO SSIUIATIINJD A} UO SPUAdap JIMSUR SIT Se ‘SB[ PassaIppe 3q [[1m uonsanb yo1easal pary) ay 1, ‘uonsanb yoieasal [eury ayy
Surssaippe snip ‘synsaz 3y Juasaid 01 Aem aAnd333a arow e dO[PAIP 01 3q [[TM S XU ) ‘PAUIQUIOD UOTIEDTFTUFLU UOTIOU PUB UONDINISU0IAT (E PIM

*SUOISNID0 [[1j 01 SIuTodMarA [euonIppe Suisn pue ‘S)urodmara 0Om) WOIJ UOTINNSUOIAI (¢ SUTIqRUD ‘S1utodmata om)
wouy spaxid usamiaq Surydrew asuap Juruioyrad 10j poypaw aAnd)Ja ue Surdo[2Aap uo sndoj os[e [[Im AFels Iy [, “uonelqied-aid 10§ pasu Ay} AeUTWID
0y sunpuoge Surgdew-amieaj Suraoidur 1o SUTAJNUIPT SIA[OAUT YITYM ‘Uonsanb oy ay) SurdMsUE U0 SN0 [[1m a8els 1Xau Ay, 'suonsanb yoIeasal

puodas pue 3s11j 3y} ssaippe 01 ade[d ur aq [[1m |00} A1essadau ay) [[e ‘[euoneado st adodSUONOIA pue pajedijdal ale SpoyIaL 1e-al}-Jo-alels Al U0

*SUONEIIWI| PUB SMO[JIOM IIdL) AR UDIYM ‘9d0IGUONOJA 1] S[00 (LM IBI[ILIE]
aw02aq 01 Juenodur s 11 ‘A[feuonippy "sanbruyda) uaiajy1p aredwod 0 sOIAW A[qeIns SuTAJnuapr pue siv)aurered dISULNXA PUB JISULIUT SPIDUIRD
3 oq Buneiqi[ed A[snoI0SL1 SIA[OAUL ST, *S)NSal 1e-ay1-Jo-a1e)s Sunen[eas pue unedsrjdal uo aq [[1m SNd0J ay) ‘Y21easal Ay Jo aSels Is11y ay uf

spoyla|\ / ubisaq 7 Abojopoyla N

‘uonismboe ejep 10 papasu
awm ay) Supnpal ‘elep pajelsuas-IoenuIs
aerodioout m aqdwes 3y ‘swpuode
Surures auryoew Jururen 1oj syudwRIMbaI
elep 9S1e[ Ay ssaippe of ‘saydeoidde
[euonipen ajen[eAs o) surned uoneIqIEd
J0 agej00§ apnpour osfe [[1m 1 “adodsuonop
9IBMIJOS uoneoyjruSew uonow
g paysiqeIse-[Pm ay) Suisn  pajesauad
S09pIA passadoid-1sod se [[am se ‘Iyeys B
Kq paonpur suoneiqia 01 pardalqns 129(qo Jo
988100 03PTA MBI JO ISISUOD [[1M d[dures ay L

IX23U0)) / 3|dwes

“sindino
Paseq-0apiA  [euonipen o) paredwiod  A[IQIXa[y
pue suySisur 19Naq I9JJO PMOd YIIYM  ‘Spnop
jutod 10 SaYSAW (JE DATDBIAIUI SB UINS ‘S)NSal
uoneoyufew uonow ¢ Aeqdsip 01 skem mau
Sursodoid Ag :S)NSaY Jo UONBZI[ENSIA PIdURYUY «

“A[puatij-19sn a1ow A50[ouyd9) a1} dew pue
MO[PHIOM 3 SUT[WEANS P[NOD YITYM ‘UonRIqT[ed-a1d
ssedAq 01 [enuared ayp Buwodxe pue ‘Arxapdwod
[euoneindwod pue sjuRtwAIMbaI arempIey
Buonpa1 ‘syutodmara  19maj  Suisn  UONONNSUOIAL
g aeandde 1oy spoyiaw Jurdoppasp Ag :siutodmarp
[BWIUIN  (PIM  UODONNSUOXAY (€ JUDDIJH  «

*sdmas [eyuswradxe Ajrpdurs
pUE S$ISOD I9MO[ P[NOD UYIIYM ‘serdwed ajdnjnur
Jo peaisur ewed Juraow asurs e Suisn Aq pue
91qrssadoe pue [eonoerd atow ssadoxd ay) Sunjew
‘syuawarmbai uoneiqied Juonpal Ag :uonedytuse
uonoy g 1o ASojopoydy  pasoidwy .

suonRnNqgUIu0)

¢uonedyyiugew uonouw (g Jo s)nsal
ay Juasaid 0) Aem 2ATDAYJD dI0W B 3IAY) S| «

¢serawed Ay Suneiqred-aid Inoyim
pue syurodmara jo Jaqunu [fews e Afuo Suisn
uononnsuodal (¢ wuojiad 01 a[qissod 1 S| .

duonedyjiugew uonow (g 10§ seiawed
ardnnu jo asn ap aderdar ‘s)utodmara ssore
paziuoayduks ‘erawed fuiaow I[Juls B URD .

cuoneiqies ajeandde A[ysiy
10J paau ay) adnpail yoeoidde 1enel Ay S0

¢JuonedtjruSewr uonou (J¢ 10j WL UIUIOd
uay) pue jurodm (oea 10j uonedjiuSew
uonow (g amdwod Isiy 01 10 ‘Apdaip
uopedyugew uonow (g Andwod 01 sjurodmara
sidnnw SUIqWIOd 0) dATNIBJJD BIOW I ST o

sasayrodAH 7 OY

*SpIROGIYAYD 1] sutaned Fursn
uoneIqi[ed eIAWED aspald uo ddUBIPI AY) pue
pazATeue aq ued jer syutod JO IqUINU PIIINSAT
a are ypeoxdde sy ur suoneyruy Arewnid ayy,
‘S9XE JUAIRJJIP Suo[e awm 190 JuswRdE[dSIp
si Sumoys yderS e ym 11 Superosse pue
afewr ue ur jyutod e SunySiySiy Aq pajussaid
Aqrensn are synsay ‘swrod jo 19s [[ews e A[uo
azAeue A[eord£) pue sdmas eraued pajeiqed
-a1d ATyBry uo A[a1 spoypaw 9say ], ‘uoneWLIOJUT
g 198 10 synsa1 g jo Aoemdoe sy aaoxduir
01 swAsAs mara-nmu Suisn uo  Sursnooy
‘yoeordde aaneinuenb e 3yer sarpms 1RO

*03PIA 3} UT PIPN]OUT S3UO 3} 0 PIAIISGO
9q ued suonow A PIYM woy syurodmara
A SIWI] PIYM ‘SOIPIA SB sinsal Funuasaid
JO uoneNWI] Ay} puB ‘SUWAISAS pajeIqIed
-a1d A[snoxo8u 10y pasu ay ‘siutodmara parmbar
Jo sequnu afwe[ ayy apnpur Al0aed Sy
ur sansst urew ay [, ‘sisA[eue 1apun 13(qo Iy
punoIe BIAWED Ay} SUTAOUI JIB[NUILS JBY) SOIPIA
aenuad uayo saypeoidde asayy “eep Iy jo
uonejuasaidar [ensia 1anaq e apraoid o) Jurwre
‘sinsa1  aAneirenb aziseydwa  satpms  awog

*s123[qo Jo suonow apqNS I} NOQe UOTBWLIOJUT
de wenxa 01 sjurodmara ewed a[dninu
Bursn U0 UDIEISAI IATSUIXA ApEaI[e SI 1A,

syuawnbuy 3 suoneAIasqo

1yS1T pa1monng

papoD Suisn walskg 031§ pajeIqedun) ue
(NIM UOTONNSUOIAY (JE SUI( ‘SWASAS I0SUIS
-nW ‘[EPOW-NI[NUI 10J SIOMIWEI} UOTIRIGIED
[RUS YV ANOLY ‘SedWRd  pajeiqiedun
wox 03131g A siaded jueasar  awog
*SpLIS 10 SpIROQIANIAYD Sk (NS ‘suraned
uoneiqied  paufissp-axd uo Suikpr oM
s1lourered DISUINXD 10/pUe JISULDUL S, BIILIED
B Jlewmnsa 0] sarfojopoyiaw pue  sanbruyda)
jo juawdo[@Adp Byl SI  Snd0j  BUIPLLIDAO
ap pue amenN| jo Apoq PIYSIQRISI [[PM
pue §1q e ST SIY [, :UONRIQI[ED BISUIRD SSI[UIANE] »

DI d1dodsoaldls

Sutsn  sampnns 98 ur  uonedyuSew
ow  poaseq-aseyd  Suisn BSLIDIORIRYD
sadeys  apowr g  ‘AnsunueiSojoyd-oards
pue anbruyda) uonesyudew uonow paseq-aseyd
Sursn sadeys Sunerado Sunoenxs jo Anqiqiseag
‘uoneoyiugew  uonow pue  Juruwrea]  daap
UO Paseq JUSWRINSEIUW UONRIGIA [RIMONNS Aun
ag 991-1981e], ‘spparg adueipey Suikiep auily,
M SUOTIO] 2[NS SuIZI[ensiA :uonedugejy
uonoy (¢ are  siaded jueAd[aI  awog
‘urewop Adusnbaiy ayy

ur uoneuriojur aseyd Supemdiuew £q sadouanbas
afewn ur suonow apqns Ajrdwe 0) sanbrurpay
Jjo udwdopadp Ayl ST sndoj  BuIpLLIDAO
3} pue IMPEIAN] Jo APOq PaYSIqeIS? [[aM puE
81q e s1 s1y L, :uonedyjiuSew uonow paseq-aseyd «

SISOUIUAS MITA

10§ SP[31j IUBIPEI [BINAU S Sauads Funuasaidar
‘4YaN ‘paads yB1T e Surpiepy ammeaq [e207]
an0iySry ‘erg Sururea dedq S ur spualy,
pue  MIy-d()-JO-9LIS  [UONINNSU0INY  193(qO
e peseg-afew] :are sded jueAspr awog
*SUOTSUBWIP 39} U SIUIUILOTIAUD

10 $193(q0 ppIom-Tear jo aouereadde pue BImxa)
‘Anawoa8 ayy adnpoidar pue [Ppow A@1RINdOR
01 supuoge jo Juswdo[PAsp Byl ST SNdOJ
SUIPLLIRAO By puR 2IMEIANI] JO APOQ PIYSI[qeIS
[PM pue S1q © SI SIY] UOTDNOSUOIAI (I »

2injesai

seAue) ubisaq yoieasay

C0C/11/0€  :uoisian /2100

Adods0a131s Aq pajsisse ad0DSUOTIOA] IM SIpO
uoneiqiA [euonerado jo sanbruyda) uonesyynUAPL

:sisayL Jo apyL

0I13qTy O[ESUOL) - €GTEG  :dWDN

Appendix B)

m

ilable

(The full-page version is ava

ign canvas

Research des

Figure 2



D5.4 Detailed timeline

e Year 1

— Focus: Literature review and replication of state-of-the-art results.
— Tasks:

*

*

*

*

*

Learn the theory

Conduct a thorough literature review on 3D reconstruction, phase-based motion
magnification, and patternless camera calibration.

Replicate state-of-the-art methods for 3D motion magnification and 3D recon-
struction.

Familiarization with tools like MotionScope.
Identify suitable metrics to compare different techniques.

Prepare and submit the review paper.

— Output: Review paper.

e Year 2

— Focus: Addressing the first, second, and fourth research questions.
— Tasks:

*

*

Determine if computing 2D motion magnification first reduces the need for highly
accurate calibration. If so, this could be a new approach for 3D motion magnifi-
cation and could result in the first research paper.

Write the first research paper

Identify or improve feature-matching algorithms to eliminate the need for pre-
calibration.

Develop a method for dense matching between pixels from two viewpoints for 3D
reconstruction.

Experiment with using additional viewpoints to fill occlusions in the 3D recon-
struction.

Write the second research paper.

— Output: First and second research papers.

e Year 3

— Focus: Addressing the third and final research question.
— Tasks:

*

*

Combine the findings of the two first research papers to create a dense 3D recon-
struction of motion magnification

Develop a more effective way to present 3D motion magnification results (e.g.,
interactive 3D meshes or point clouds).

Explore the feasibility of using a single moving camera for 3D motion magnifica-
tion.

Write third research paper.

— Output: Third research paper.



D5.5 Abstract and paper structure (proposal) for the next re-
search summit

e Title: The use of multi-view systems in phase-based motion magnification

e Abstract:

Phase-based motion magnification is a valuable tool for visualizing and measuring subtle
motions. It utilizes complex algorithms to decompose images into amplitude and phase
components at different spatial resolutions and magnifies motion information within spe-
cific frequency bands. While effective, single-camera motion magnification is limited in
capturing 3D motion.

Multi-view systems, such as stereo-photogrammetry, provide 3D displacement data with
sub-pixel accuracy. However, their accuracy is limited by camera resolution, noise, and
calibration errors.

Integrating phase-based motion magnification with multi-view systems offers a promising
solution for measuring tiny 3D vibrations, particularly at high frequencies. This combi-
nation leverages the strengths of both techniques to overcome their individual limitations.
This review paper will explore the principles, methodology, advantages, and challenges of
using multi-view systems in phase-based motion magnification. It will examine various
applications, highlighting successful case studies in analyzing different structures.

e Paper structure:

—

. Introduction

[\)

. Background

— Phase-based motion magnification

— Multi-view systems
3. Integration of Multi-view Systems and Phase-Based Motion Magnification
4. Tests and results

5. Conclusions



Motion magnification
helpsus to see the
imperceptible motions
of the world

It would be interesting to
seamlessly create a 3D
representation of the
vibrating object by simply
moving the camera to
different viewpoints

However, 2D motion
magnification can lead to
misinterpretation of the
results due to a loss of
information in projecting a
3D scene.

Current 3D solutions require
a special environment with
pre-calibrated cameras

Gongalo Ribeiro Identification techniques of operational vibration modes with MotionScope assisted by stereoscopy & universidade




Name: 93193 - Gongalo Ribeiro

Title of Thesis:

Identification techniques of operational vibration
modes with MotionScope assisted by stereoscopy

Date / Version:

30/11/2024

Research Design Canvas

Literature

» 3D reconstruction: This is a big and well
established body of literature and the overriding
focus is the development of algorithms to
accurately model and reproduce the geometry,
texture, and appearance of real-world objects or
environments in three dimensions.

Some relevant papers are: Image-Based 3D
Object Reconstruction: —State-of-the-Art and
Trends in the Deep Learning Era, LightGlue:
Local Feature Matching at Light Speed, NeRF:
representing scenes as neural radiance fields for
view synthesis

* Phase-based motion magnification: This is a big
and well established body of literature and the
overriding focus is the development of
techniques to amplify subtle motions in image
sequences by manipulating phase information in
the frequency domain.

Some relevant papers are: 3D Motion
Magnification: Visualizing Subtle Motions with
Time Varying Radiance Fields, Target-free 3D
tiny structural vibration measurement based on
deep learning and motion magnification,
Feasibility of extracting operating shapes using
phase-based motion magnification technique and

stereo-photogrammetry, 3D mode shapes
characterisation using phase-based ~motion
magnification in large  structures using

stereoscopic DIC

« Patternless camera calibration: This is a big and
well established body of literature and the
overriding focus is the development of
techniques and methodologies to estimate a
camera's intrinsic and/or extrinsic parameters
without relying on pre-designed calibration
patterns, such as checkerboards or grids.

Some relevant papers are: Stereo from
uncalibrated cameras, ATOM: A general
calibration framework for multi-modal, multi-
sensor systems, Dense 3D Reconstruction with
an Uncalibrated Stereo System using Coded
Structured Light

Observations & Arguments

There is already extensive research on using
multiple camera viewpoints to extract 3D
information about the subtle motions of objects.

Some studies emphasize qualitative results,
aiming to provide a better visual representation
of the data. These approaches often generate
videos that simulate moving the camera around
the object under analysis. The main issues in
this category include the large number of
required viewpoints, the need for rigorously pre-
calibrated systems, and the limitation of
presenting results as videos, which limits the
viewpoints from which the motions can be
observed to the ones included in the video.

Other studies take a quantitative approach,
focusing on wusing multi-view systems to
improve the accuracy of 2D results or get 3D
information. These methods rely on highly pre-
calibrated camera setups and typically analyze
only a small set of points. Results are usually
presented by highlighting a point in an image
and associating it with a graph showing its
displacement over time along different axes.
The primary limitations in this approach are the
restricted number of points that can be analyzed
and the reliance on precise camera calibration
using patterns like checkerboards.

RQ / Hypotheses

» Is it more effective to combine multiple
viewpoints to compute 3D motion magnification
directly, or to first compute 2D motion
magnification for each viewpoint and then
combine them for 3D motion magnification?

* Does the latter approach reduce the need for
highly accurate calibration?

» Can a single moving camera, synchronized
across viewpoints, replace the use of multiple
cameras for 3D motion magnification?

« Is it possible to perform 3D reconstruction
using only a small number of viewpoints and

without pre-calibrating the cameras?

« Is there a more effective way to present the

Contributions

¢ TImproved Methodology for 3D Motion
Maghnification: By reducing calibration requirements,
making the process more practical and accessible,
and by using a single moving camera instead of
multiple cameras, which could lower costs and
simplify experimental setups.

« Efficient 3D Reconstruction with Minimal
Viewpoints: By developing methods for accurate 3D
reconstruction using fewer viewpoints, reducing
hardware  requirements  and  computational
complexity, and exploring the potential to bypass
pre-calibration, which could streamline the workflow
and make the technology more user-friendly.

» Enhanced Visualization of Results: By proposing
new ways to display 3D motion magnification
results, such as interactive 3D meshes or point

results of 3D motion magnification? clouds, which could offer better insights and
flexibility compared to traditional video-based
outputs.

Sample / Context

The sample will consist of raw video footage
of objects subjected to vibrations induced by
a shaker, as well as post-processed videos
generated using the well-established 2D
motion magnification software,
MotionScope. It will also include footage of
calibration patterns to evaluate traditional
approaches. To address the large data
requirements for training machine learning
algorithms, the sample will incorporate
simulator-generated data, reducing the time
needed for data acquisition.

Methodology / Design / Methods

In the first stage of the research, the focus will be on replicating and evaluating state-of-the-art results. This involves rigorously calibrating both the
cameras' intrinsic and extrinsic parameters and identifying suitable metrics to compare different techniques. Additionally, it is important to become
familiar with tools like MotionScope, which have their workflows and limitations.

Once the state-of-the-art methods are replicated and MotionScope is operational, all the necessary tools will be in place to address the first and second
research questions. The next stage will focus on answering the fourth question, which involves identifying or improving feature-matching algorithms to
eliminate the need for pre-calibration. This stage will also focus on developing an effective method for performing dense matching between pixels from
two viewpoints, enabling 3D reconstruction from two viewpoints, and using additional viewpoints to fill occlusions.

With 3D reconstruction and motion magnification combined, the next task will be to develop a more effective way to present the results, thus addressing
the final research question. The third research question will be addressed last, as its answer depends on the effectiveness of the feature-matching

algorithm developed in the previous stage.

Theory & Concepts

+ Computer vision - For data manipulation and deterministic solutions

» Machine learning - For understanding and to adapt or develop machine learning architectures
* Phase-based motion magnification - Understanding the actual magnification of pixel displacement is crucial for critically interpreting results.
The methods used in this process may also be applicable to other steps in computer vision, and combining both methods could lead to greater

computational efficiency.

Problem / Phenomenon

When analyzing vibrations using cameras with motion magnification, valuable information is lost due to the projection of
the 3D scene onto a 2D image. This loss can easily result in misinterpreted data and incorrect conclusions.

Philosophical Assumptions / Research Paradigm

I believe this research is not grounded in any specific philosophical assumption.
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